Summary

"Algorithms of trauma #2", a new study from Panoptikon Foundation, tested Facebook’s recommender system and the effectiveness of one of the human agency tools provided by the platform to influence user feed. The study analysed the feed of the user complaining about large amount of distressing posts displayed in the “Suggested for you” category, pertaining to health problems, tragic accidents, and deaths. The study confirmed a significant prevalence of such content in the user's feed: over almost two months 56% of suggested content (1416 posts) included themes that the user labelled as problematic. This amounts to an average of around 27 such posts per day.

Moreover the study found that the explicit feedback tool provided by the platform, i.e. the “Hide post – See fewer posts like this” button, was ineffective and did not have the expected mitigating impact. Clicking on the button 122 times in the course of the study did not lead to lowering the frequency of the problematic “Suggested for you” content. In fact, not only did it not free the user of unwanted posts, but the frequency of such posts slightly increased after the user's intervention.

We argue that, under the Digital Services Act, VLOPs deploying such “deceptive” explicit feedback tools which, from a user perspective, do not have any positive impact on their feed, may violate obligations imposed on online platforms under art. 27.3 in conj. with art. 25, as well as their obligation to implement adequate mitigation measures stipulated in art. 35 of this Act.

Introduction

Whenever a user scrolls through their Facebook’s feed, they are presented with a selection of content that has been algorithmically curated based on the traits and interests attributed to them by the platform with the stated goal of maximizing user satisfaction. The sources of presented content can be divided into three categories:

- organic sources that the user explicitly subscribed to (their friends, groups, and Pages they followed),
Users can choose to unfriend or mute the organic sources they subscribed to if they wish not to see their content. However, influencing the selection of ads might prove more difficult. Our previous study (Panoptykon & Sapieżyński, 2021) showed that the ad controls fail to influence the selection of presented ads in a meaningful way – despite the user disabling all “topics” and “interests” related to parenting and health, the portion of their ad diet that pertained to these topics remained unchanged.

This study focuses on “Suggested for you” category. It aims to shed more light on the functioning and potential negative effects of Facebook’s algorithms recommending “Suggested for you” posts and to measure how much agency users have over this category of content. The platform offers tools for the user to indicate whenever they are displeased with the particular post they are suggested. But to what extent do they actually change the prevalence of unwanted content in their feeds?

To find out, we monitored the Facebook’s feed of one of the users who complained to Panoptyk on about large amounts of distressing posts displayed to her in the “Suggested for you” category, which referenced health problems, tragic accidents, and deaths (see screenshots in the Annex attached below). After monitoring the participant’s feed while she routinely used Facebook for a certain period of time, we had the user flag all health, accident, and death-related content that was suggested to her as “unwanted”, and then measured its prevalence in the weeks following the intervention.

The participant

Our participant is person in her 30s and a mother of a toddler. Before she had her baby, one of her loved ones had suddenly fallen ill and died of cancer. It was then that she began to suffer from intense anxiety over the life and health of those closest to her, and her own. The problem has only exacerbated after the baby’s birth (as she started being concerned about baby’s health as well). The participant complained about living under constant stress and experiencing several psychosomatic symptoms. She struggled with compulsory “googling symptoms” and consuming large amounts of health-related content online, mainly off-platforms (a habit she was trying to change when realized it being one of the drivers behind escalating her anxiety1). As regards the user’s activity on Facebook, she has been using it mainly in a passive manner, i.e. to access information; if she ever shared any content or a reaction on the platform, it was never related to her physical or mental health. She did join however several support groups for sufferers of chronic anxiety on the platform. In 2021 she also started psychiatric and psychological treatment.

The problematic “Suggested for you” posts started plaguing her feed ca. a year ago. According to the participant, an exposition to this content caused a lot of distress and fear, and has become a factor contributing to once again exaggerating her health anxiety, which made her want to cut herself off from this type of posts.

1. There is also research confirming the that “googling symptoms” and exposition to the health-related content online increase risk for developing or exacerbating health anxiety, as well as lead to unnecessary costs in time, distraction, and engagements with medical professionals. See for example (White & Horvitz, 2009).
“(...) [W]hen I see a post on Facebook where someone suffers from a disease, I find it hard not to take it personally. I just relate to it immediately. I start to scan my body, my brain shifts into high gear, I analyse if I’m not having any of the symptoms. The same things happen with stories about children’s health: I start analysing my child right away. And, more often than not, I will find something to worry about. My anxiety then goes through the roof, and I get the temptation to learn more about the disease, so I start reading, googling, researching online. This, in turn, probably causes Facebook to plant even more of this information in my feed. As a result, my worries escalate, the visions of disease seem more and more realistic, I get the feeling that I should have it tested, I start looking up doctors... And I’m on a downward spiral of fear.”

Study timeline

The data collection lasted between 7th of June and 28th of July 2023. The study was divided into three stages:

1. **Baseline observation**, 7th of June till 22nd of June, with two days of data missing. This stage was to establish a baseline frequency at which the participant had been shown problematic content through the “Suggested for you” posts on Facebook. Data collection and interacting with the platform was facilitated through an automated browser which scrolled through the feed, as well as saved, and categorized each post as organic/sponsored/suggested. In this period the participant would collect 100 top posts presented in her feed a few times a day (0-6, on average 2.6 sessions a day). Each post was presented on the screen for the same short period of 1 second.

2. **Active intervention**, 23th of June and 2nd of July, with two days of data missing. This stage was for the participant to indicate to Facebook what content she finds problematic and would wish to see less of. The scraper would pause for 20 seconds every time a piece of “suggested” content appeared on the screen and the participant could choose to “Hide post - See fewer posts like this” by tapping a button in the top right of each of posts (see the screenshot below). Whenever she did, Facebook would hide the post and the scraper would refresh the page and continue scraping until a total of 100 pieces of content were displayed. The participant tapped the button 122 times to flag unique pieces of undesired content.

*Depending on the device and the version of the app, the explicit feedback tools available on the platform may slightly differ.
3. **Evaluation of intervention effects**, 3rd of July until 28th of July, with four days of data missing. This stage was to verify whether the intervention led to less problematic content being suggested to the user. The scraper would no longer pause the suggested content.

Content labelling

Within the study period (ca. 2 months) the participant was “suggested” over 2500 unique pieces of content, corresponding to approximately 22% of all displayed stories. She subsequently labelled each suggested story as “problematic” or “not-problematic”, based on whether the content was referencing health problems, tragic accidents, and death. 15%, or 373, pieces of content were additionally labelled by a different annotator with a consensus score of 97.8%.

Summary of findings

The problematic “Suggested for you” content had a significant prevalence in the participant’s feed. Over 56% (1,416 posts) of the suggested posts displayed to the participant were labelled as problematic (there were days however when even 8 out of 10 suggested posts would fall under this category). Ultimately, almost every eighth post in her entire newsfeed turned out to be problematic suggested content. That is an average of ca. 27 problematic suggested posts per day.

The participant’s intervention, i.e. clicking 122 times on the “Hide post – See fewer posts like this” button in the course of the study, in the long perspective did not lead to lowering the frequency of suggested content in general, nor the frequency of the problematic content in particular. In fact the frequency of problematic “Suggested for you” content slightly increased after the intervention.

Over the week that the participant tapped the “Hide post – See fewer posts like this” button, the overall number of suggested posts did decrease marginally. However, at the same time, the ratio of problematic content to all suggested posts increased (i.e. there was a greater concentration of problematic posts). Within a few days the total number of suggested posts returned to its former level, and then continued to grow, eventually exceeding the level from the beginning of the study.

<table>
<thead>
<tr>
<th></th>
<th>Before intervention</th>
<th>After intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suggested content as fraction of all content</td>
<td>24.1%</td>
<td>24.3%</td>
</tr>
<tr>
<td>Problematic suggested content as fraction of all content</td>
<td>12.9%</td>
<td>13.8%</td>
</tr>
<tr>
<td>Problematic suggested content as fraction of suggested content</td>
<td>53.7%</td>
<td>56.6%</td>
</tr>
</tbody>
</table>
DETAILED TIMELINES

Each plot corresponds to a subsequent row in Table 1
Other studies questioning the effectiveness of VLOPs’ human agency tools

Panoptykon’s study is not the only one to question the functioning of the control tools provided by very large online platforms (VLOPs) to their users with the promise that they can “impact their feed”. Several papers and reports have shown that explicit feedback and expressed preference for specific sources or topics had little or no impact on recommended content.

**FACEBOOK**

The already mentioned previous study by the Panoptykon Foundation (Panoptykon & Sapieżyński, 2021) indicated that changes in advertising preferences did not allow the user to permanently limit the ads related to the “interests” attributed to them by the algorithm. This study concerned the same participant who at the time complained she had been exposed to disturbing, health-related sponsored content on Facebook. Examples included in particular ads with emphasis on cancer, genetic disorders or other serious conditions (such as crowdfunding campaigns for children or young adults suffering from these diseases). Panoptykon analysed over 2000 ads in the participant’s feed over the period of 2 months between mid-May and mid-July 2021. It turned out that approximately one in five of the ads presented to the participant was related to health. As part of the experiment, the participant tested all available Facebook settings to change her behavioural profile. In particular – she disabled over 20 health-related “interests” that Facebook attributed to her for the purpose of personalising ads, including for example “Cancer”, “Genetic disorder” or “Hospital”. It turned out that, although Facebook made some ad control tools available, none of them were effective in influencing how algorithms select content and maximise user engagement. The participant’s experience hardly improved after she had changed her settings. The number of disturbing ads was changing during the experiment but after 2 months it returned to nearly the original level. Disabling health-related interests did remove the ads targeted using the removed interests, but – on the one hand – new categories were inferred, such as “Intensive Care Unit”, “Preventative Healthcare”, and “Magnetic Resonance Imaging”, and – on the other hand – the topic of problematic ads and their prevalence remained unchanged even when the sensitive “interests” were no longer used. The results suggested therefore that it was the platform’s ad delivery algorithms, and not the targeting criteria selected by ads sponsors, which played a crucial role in distribution of sponsored content, while at the same time ad delivery algorithms oriented for user engagement may lead to serious individual harm.

**YOUTUBE**

According to the study published by the Mozilla Foundation (Mozilla Foundation, 2022) also the YouTube users do not have significant influence over the recommendations provided to them. For many users using the content feedback tools available on the platform (such as the “Not Interested”, “Dislike” or “Don’t recommend channel” buttons) was simply frustrating. To examine how YouTube’s recommendation algorithm handles user feedback, the authors combined qualitative and quantitative research methods. First, they surveyed 2,757 participants to better understand their experiences with YouTube’s recommendation algorithm. They found that a significant minority (39.3%) of the respondents who used YouTube’s control tools did not feel that doing so impacted their recommendations at all. Just over a quarter (27.6%) felt that their recommendations did change in response, and fewer (23.0%) felt the system had an ambivalent or mixed response (for example, within that group 23.7% users noticed some positive changes after they used the control tools, but said that over time unwanted recommendations would return). Second, the authors of the study analysed data donated by 22,722 people, generating a dataset of the 567,880,195 videos they were recommended. The quantitative research largely validated the results of qualitative analysis, confirming that the feedback tools provided were inadequate for preventing unwanted recommendations. Even the most effective user controls (“Don’t recommend channel”) prevented less than half of “bad
recommendations” (43%), while tools such as “Not interested” or “Dislike” had even less impact (prevented only 11% and 12% of “bad recommendations” respectively).

A more recent study focusing on YouTube’s control tools (but using a different method – a sock puppet audit) provided more mixed results, concluding that different strategies to remove unwanted content on YouTube work to different degrees (Liu et al., 2023). In this study, the “Not interested” button was found to be the most effective in reducing unwanted recommendations from the platform’s homepage, on average removing 88% of them. At the same time none of the control tools tested had much impact on the platform’s videopage recommendations (those given to users while they watch a video).

A study analysing the user perception of content feedback tools has been also conducted among TikTok users (Milton et al., 2023). “Many participants” claimed that the control tools on the platform did not allow them to effectively tailor the content of the TikTok’s “For You Page” (FYP) to their preferences. According to the study: “several participants were frustrated by the fact that <<Not interested>> [button] didn’t seem to work as they thought (...). The combination of lack of control over one’s feed and the continued delivery of unwanted content creates a problematic situation where the TikTok’s FYP is perceived to disregard a user’s preferences”. The authors further stressed that: “in the most extreme cases, participants felt like the lack of control of the FYP led to harmful consequences to their well-being. We describe this as the FYP acting like a runaway train, a technological system that users cannot control but feel that they cannot leave or disengage from.”.

Relevance of the study for the DSA’s enforcement

Until recently users frustrated with ineffective explicit feedback tools on social media platforms in reality had no avenues for legal redress and could only rely on the platform’s willingness to follow good practices and “fix” their dysfunctional features. The situation has changed after the EU adopted binding rules for social media platforms.

25th of August 2023 marks a date by which all the VLOPs were expected to comply with their obligations according to the Digital Services Act (DSA), as well as identify systemic risks and implement adequate mitigation measures according to art. 34–35 of this Act. Even though our study had been carried out shortly before the new regulation became fully effective with regard to VLOPs, we believe it indicates areas, which Meta (and possibly other VLOPs) should address to ensure compliance with the new regulatory requirements. We hope that the European Commission will verify whether problems illustrated by our case study have been solved.

In terms of compliance with the DSA, the following issues call for investigation:

1. ineffectiveness of human agency tools provided by VLOPs which do not enable the actual control over the recommended content (as it may constitute a violation of art. 27.3 in conjunction with art. 25 of the DSA);

2. significant ratio of recommended content triggering mental health issues in the user feed, combined with ineffectiveness of human agency tools when it comes to limiting users’ exposition to content they find disturbing (as it may infringe upon VLOPs’ obligation to implement adequate mitigation measures according to art. 35 of the DSA).
Ad. 1. DSA has introduced new requirements for recommendation algorithms used by all online platforms. In principle, DSA does not require platforms to provide users with human agency tools to modify their default feed (incl. buttons such as “Hide post – See fewer posts like this”). But once the platform decided to provide such tools, they should be clearly described in the terms and conditions, easily accessible and, most importantly working effectively at any time. These obligations stem from article 27.3, supported by the prohibition of so called “dark patterns” (manipulative design practices to influence user behavior) in article 25 of the DSA.

By offering tools for explicit feedback, Facebook creates an impression that users can influence content that will be recommended to them, at least by eliminating what they find disturbing. Providing the “Hide post – See fewer posts like this” button, as well as its description in the Facebook’s Help Center, suggest that taking the effort to flag the undesired content should lead to limiting the user’s exposition to it. Our case study shows that it was clearly an empty promise: the platform ignored explicit feedback from the user and continued to recommend content flagged as unwanted.

Ad. 2. DSA obliges VLOPs to periodically identify, analyse and assess the systemic risks stemming from the design or functioning of their services, including “the design of their recommender systems and any other relevant algorithmic system” (art. 34.2a). Among other factors, risk assessments should take into account “actual and foreseeable negative effects of the functioning of recommender systems for the exercise of fundamental rights” (including right to privacy) (art. 34.1b), protection of public health and serious negative consequences to the person’s physical and mental well-being (art. 34.1.d). On the basis of their risks assessments, VLOPs should adopt reasonable, proportionate and effective mitigation measures such as “testing and adapting their algorithmic systems, including their recommender systems” (art. 35.1e), as well as “adapting the design, features or functioning of their services, including their online interface” (art. 35.1a). VLOPs should have completed their first risks assessments and implementation of corresponding mitigation measures by 25th of August 2023.

We argue that when providing ineffective feedback tools, such as “Hide post – See fewer posts like this” button, VLOPs violate their obligations under article 35 of the DSA. Ineffectiveness of such tools has particularly detrimental consequences for users who are “haunted” (nagged) by content which they perceive as harmful. In such cases VLOPs should not only facilitate agency and respect choices of their users when shaping the feed but, above all, they should provide them with effective “safety buttons” to mitigate experienced harms. In the context described in our case study, an effective feature removing unwanted recommendations from the feed should therefore not be an option, but a mandatory tool VLOPs should make available to their users as a necessary mitigation measure.

Even though our study only investigated the feed of one person and further research is needed to confirm that the observed lack of user agency represents a more general problem, we argue it should be considered a “systemic risk”. First of all, this is because ineffectiveness of user feedback tools has been observed by researchers on other social media platforms (beyond Facebook; see the previous section). Second, our study resonates with the pre-existing research suggesting that over-exposure of vulnerable users to (what users themselves perceived as) triggering content is “not a bug but a feature”, ingrained in the business model of dominant social media platforms.

It has been established that the fact that recommender systems are optimised to maximise user engagement is linked to feedback loops that drive users into narrower selections of content, including so called toxic “rabbit holes” or
“doomscrolling traps”, which are difficult to escape (Panoptykon et al., 2023 [1]). Research has shown that composition of the feed intended to engage users at any cost may cause real damage to their mental health: apart from exacerbating anxiety, such experience may also fuel suicidal thoughts or disordered eating (Ibidem). Content triggering anxiety in some users often will not be dangerous as such, and therefore, will not be eligible for moderation. While it can be acceptable and appropriate in isolation, it becomes harmful if consumed too much or by vulnerable users. Therefore the most adequate mitigation measure is to offer “safety buttons” or “brakes” designed for vulnerable users if and when they experience the pattern of scrolling for negative information.

From explanations of how recommender systems work published by VLOPs (as part of their compliance with their transparency obligations under the DSA) as well as independent experts (e.g. Integrity Institute, 2023) we also know that the overarching objective to maximise user engagement implies other design choices, including default notifications and what signals are taken into account by the ranking algorithm. Social media platforms, as we know them, attribute more weight to behavioural observations and downplay explicitly expressed user preferences3. In this context, it is not surprising that users feel disappointed when they try to use control tools and discouraged from customizing their experience (Smith et al., 2021). The end result is what we see in data (eg. Jin et al., 2017): great majority of users falls back on the default settings, reinforcing VLOPs’ current business model and existing default feeds’ structures.

That is why the problem highlighted in our case study can’t be solved without systemic solutions designed and implemented by VLOPs with user safety as the main objective.

<table>
<thead>
<tr>
<th>Observed negative effects</th>
<th>Excessive exposure to content aggravating mental health issues, which users feel they cannot escape (due to ineffectiveness of human agency tools allowing to flag unwanted content in order to limit its representation in the feed)</th>
</tr>
</thead>
</table>
| Categories of systemic risks corresponding to the observed negative effects (as in art. 34.1 DSA) | (b) negative effects for the exercise of fundamental rights (esp. right to privacy)  
(d) negative effects to the protection of public health and serious negative consequences to the person’s mental well-being |
| Factors indicating the risk is "systemic"                                                  | Observed negative effect is a consequence of how Meta chose to optimise its recommender system (to engage users’ attention at all costs and maximise time spent on the platform), which reflects the platform’s underlying business model.  
It has been established that negative user experience resulting from ineffectiveness of explicit feedback tools is not reserved to Facebook and may concern other VLOPs. |
| Factors influencing the systemic risks (as in art. 34.2 DSA)                              | (a) the design of their recommender systems and any other relevant algorithmic system |

---

3. Our case study is yet another anecdotal evidence confirming that. We do not know the exact actions of the participant in the past or outside of the scraping sessions and outside Facebook. We know however she has had a tendency to read about health-related issues online and over-focus on such information when confronted with it. It is therefore likely that she very strongly indicated, through her online behaviour, her interest and engagement in the problematic content, both in the past and maybe even in the course of our study (eg. by clicking on the health-related content), thus counteracting the dis-interest expressed through the “Hide post – See fewer posts like this” button. This suggests that signals collected based on behavioural observations had much more significant weight than the user’s explicit feedback which Facebook largely disregarded.
| Specific platforms’ features to look at | ▶ Signals that the algorithm is using to recommend content;  
▶ Availability and effectiveness of human agency (explicit feedback) tools provided by the platform, in particular features allowing users to flag and de-rank specific types of content in their own feed;  
▶ Terms and conditions explaining human agency tools made available by the platform and how they can influence the feed. |
|----------------------------------------|----------------------------------------------------------------------------------------------------------------------------------|
| Proposed examples of mitigation measures | ▶ Introducing a filtering system aimed at filtering out content on topics flagged as undesired by the user from the list of suggestions made by the recommender systems (i.e. splitting the judgement of what would “engage” a user and filtering out what a user does not want to see).  
▶ Alternatively: recalibrating ranking scores to increase impact of signals that reflect users’ explicit preferences (so that ranking scores of posts flagged as undesired and similar content decrease significantly). However in that case “do not show me posts like this” signal would still have to “compete” with the fact that user may be engaging with the topic (providing therefore “contradictory” signals to the platform). That is why introducing a filtering system, as suggested above, seems to be a more effective measure (as well as a more auditable one - see the next bullet point);  
▶ Providing users with features allowing them to verify how their explicit feedback influenced selection of content that has been recommended to them. It could be for example the interactive tool “See how your feed has changed”, through which users can monitor whether their choices have been respected by the platform (Panoptykon et al., 2023 [2]), ideally indicating how many/which posts were filtered out that would otherwise have been shown.  
▶ Providing content curation features which encourage and allow users to pre-define their preferences about the type of content they wish to see or do not wish to see (in contrast to feedback tools, which users can only use after they saw unwanted recommendations). |

4. Such a feature is particularly important in the context of the researchers’ findings that a lack of/unclear feedback provided to the user after clicking on the control tools discourages them from using those tools (Smith et al., 2021).
Conclusions. Safety buttons: a low hanging fruit to improve user experience

The results of our case study confirmed large amounts of problematic content in the participant’s feed. They also suggest that the explicit feedback tool provided by the platform (the “Hide post – See fewer posts like this” button) proved ineffective (i.e. did not have the expected mitigating effect). Frequent and consistent use of this tool had no significant influence on the user’s experience.

The case study adds to a pile of evidence indicating that recommender systems that prioritise user engagement over other metrics create a systemic risk by over-exposing users to harmful or toxic content. “Engagement” often comes at the price of exploiting their vulnerabilities and sensitive features, and incentivizes clicking and scrolling against their conscious intention not to look at certain content. We expect this risk to be recognised in VLOPs’ risks assessments and adequately mitigated (solved in a systemic way).

Preventing social media recommender systems from pushing vulnerable users into dangerous “rabbit holes” (including those that aggravate mental health issues) is by no means an easy task, given that this effect is linked to the business model chosen by VLOPs. At the very least, however, VLOPs should provide users with tools (“safety buttons”) allowing them to escape the vicious circle of exposure to what users themselves perceive as harmful content. More importantly: all those feedback and control features that are made available to users should work and bring expected mitigating effects. Providing “deceptive” features that, from a user perspective, do not have any positive impact on their experience, means – on the one hand – that the platform has not implemented adequate mitigation measures under art. 35 of the DSA, and – on the other hand – it also violates obligations imposed on online platforms by art. 27.3 in conj. with art. 25 of this Act.

It is important to, once again, stress that effective “safety buttons” do not entirely solve the problem of toxic feeds, which is far more complex and rooted in the business model of many VLOPs. It is clear that more needs to be done to re-engineer recommender systems away from engagement-based ranking and that, in principle, users’ safety must be protected “by default” (also for users who do not use feedback tools). Therefore “safety buttons” should rather be seen as one of many mitigation measures necessary to address harmful effects related to the functioning of recommender systems.

Having said that, effective “safety buttons” seem to be a fairly “easy” measure to implement in order to protect users from at least one kind of harmful experience. In particular, this mitigation measure would still make a real difference for those who – like the participant of our case study – are flooded with legal but disturbing content in their personalized feeds.

Limitations

The authors note that this case study was only done on one person and the conclusions might not generalise to larger populations. Unfortunately, performing this kind of privacy-intensive research at scale is difficult, and often strongly discouraged by the VLOPs (Hatmaker, 2021). Nevertheless, the findings on personalisation are in line with other experiments performed at larger groups of users in the context of sponsored content (Ali et al., 2023).
### The sudden death of young people

- "The sport’s world is in shock"
- "They came back from a dream vacation. They died within 4 hours of each other"
- "What happened?"
- "He fell on the sidewalk and perished. A young man is dead"
- "He went on a well-deserved vacation, where he was found and defeated by a sudden illness in three days"
- "A 29-year-old paramedic died suddenly. Hospital in Kalisz. We are devastated…"

### Seemingly trivial symptoms of terminal diseases

- "He had only one symptom. The doctors said it was anxiety."
- "The doctors sent him home. The next day he was dead"
- "Doctors said it’s just a gut problem"
- "Her symptoms intensified after she had given birth. This is how cancer was disguised"
- "The GP thought the man had a muscle spasm."
- "Shoulder pain turned out to be a symptom of pancreatic cancer. The 54-year-old died three months later"
### ALARMING PHYSICAL SIGNS

- **If you notice them, do not delay visiting a doctor.**
- **These symptoms of liver cancer can be easily confused with indigestion. Don't ignore them.**
- **Symptoms that may be the first signs of cancer. Usually they do not seem suspicious**
- **Five symptoms that may be the first signs of developing cancer**
- **An important signal sent by the body**
- **This ache may be a sign of an aneurysm. Watch out, it's a ticking time bomb**

### THE ILLNESS AND DEATH OF CELEBRITIES

- **The mysterious disappearance finally has its sad ending**
- **Julian Sands is dead. The remains of the missing actor were found by tourists**
- **Shannen Doherty's cancer has returned. She confirmed where the metastases are**
- **The actress has been battling cancer for eight years. Another tumor means a grim prognosis**
- **The diagnosis came too late**
- **Famous football player dies of cancer. The disease spread like wildfire**
**ACCIDENTS AND DEATHS INVOLVING YOUNG CHILDREN**

<table>
<thead>
<tr>
<th>Title</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>“A two-year-old died after bathing in a hot spring. A dangerous amoeba ‘ate the child’s brain’”</td>
<td>A girl died after bathing in a hot spring. The cause of death was attributed to a dangerous amoeba that ate the child’s brain. The family described the event as tragic.</td>
</tr>
<tr>
<td>“The girl didn’t stand a chance”</td>
<td>The family described the girl’s death as a tragedy. The child was unable to survive the attack of the amoeba.</td>
</tr>
<tr>
<td>“Family tragedy strikes on vacation. The 5-year-old died in front of her parents’ eyes was dying in front of her parents.”</td>
<td>The child died in front of her parents, who were unable to save her. This incident occurred on vacation.</td>
</tr>
<tr>
<td>“Do not ignore these symptoms.”</td>
<td>The family warned others to be cautious, highlighting the importance of recognizing symptoms.</td>
</tr>
<tr>
<td>“He was full of life and died a few hours later. His parents warn others.”</td>
<td>The child was described as full of life, yet he died unexpectedly. The family issued a warning to others.</td>
</tr>
</tbody>
</table>

**DRAMATIC ACCIDENTS AND MURDERS**

<table>
<thead>
<tr>
<th>Title</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>“5 meters from the road there is a dead body of a young woman”</td>
<td>A death occurred near the road, highlighting the dangers of the area.</td>
</tr>
<tr>
<td>“Her last messages to a friend were ‘Help me’, ‘They will kill me’”</td>
<td>The last messages from the victim indicated a perilous situation.</td>
</tr>
<tr>
<td>“Macabre”</td>
<td>The event was described as macabre, indicating a disturbing or gruesome occurrence.</td>
</tr>
<tr>
<td>“They went to the hospital for help and were given their child back in a white coffin”</td>
<td>The family was reunited with their child, albeit under tragic circumstances.</td>
</tr>
<tr>
<td>“Horror in the hospital. 6-year-old girl crushed in an elevator!”</td>
<td>The incident involved a 6-year-old girl being crushed in an elevator.</td>
</tr>
<tr>
<td>“They were burned alive tied to hospital beds. A nightmare in Częstochowa”</td>
<td>The event was described as a nightmare, involving a tragic death in a hospital setting.</td>
</tr>
</tbody>
</table>
“Man cuts off own balls in lawn-mower accident”

“Shocking...”

“The crying mother attempted to attach the child’s head back to the body”

“What a nightmare”

“A lawn-mower killed a beautiful 27-year-old. Her family found her teeth.”
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