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AI governance: Taking action with civil 

society 

Ahead of the Paris AI Action Summit, civil society actors, academics and experts from over the 

world call for a more meaningful inclusion in global AI governance efforts. 

An inclusive AI Action Summit 

On 10th and 11th February, 2025, nearly 80 heads of state and many business leaders from the 

artificial intelligence (AI) sector will gather at the Paris AI Action Summit. On several occasions, 

the organisers have indicated their desire for this gathering to be “as inclusive as possible”. To 

this end, some civil society organisations will be invited to take part in the discussions – although 

whom, and the modalities and scope  of their participation are not yet known. A broad cross-

section of actors must take part in the discussions, including organisations from the social justice, 

privacy and gender equality sectors. 

The third wheel 

AI has been profoundly transforming numerous areas of our lives, including access to online 

information and certain public services. It is thus crucial that the plurality of viewpoints of the 

players that make up society, with their cultural, social and ethical differences, and their diverse 

economic and geopolitical concerns, be represented. All too often, however, the mobilisation of 

civil society does not go beyond the consultation stage. Typically, its voice is only heard once the 

decisions have been taken, in a performative and tick-the-box manner. 

The public consultation organised ahead of the summit demonstrated once again the value of 

involving civil society in global AI governance efforts. Defining the common good in the age of 

artificial intelligence requires the participation of all sections of society and the representation of 

the various interests at stake, in addition to those of private and state players. If this participation 

is to be effective, civil society representatives must be given a permanent seat at the table. 

Equal legitimacy with other stakeholders 

 

https://www.elysee.fr/en/sommet-pour-l-action-sur-l-ia/presentation
https://about.make.org/post/consultations-sommet-ia-citoyens-universitaires-societe-civile-saccordent-sur-un-renforcement-de-la-reglementation-et-percoivent-l-ia-comme-defi-opportunite


 

Civil society is a key stakeholder, able to challenge the goals and claims of players defending their 

own interests. In the case of AI governance, it brings specific evidence and expertise and an 

indispensable perspective, particularly at three levels. 

First, it acts as a whistleblower. It raises awareness and calls attention to key issues that would 

otherwise be overlooked: respect for fundamental rights and freedoms, biases leading to 

discrimination against minorities or populations that are already vulnerable, the effects of 

“addictive” recommendation algorithms on young people’s mental health. Second, it helps to 

define methods for assessing these issues and devising solutions, in the public interest, and carries 

out in-depth investigations, building on lessons learned from other sectors. Last but not least, it 

provides expertise in human rights and ethics, as well as technical expertise. 

Our call to action 

In the field of AI governance, as in many other areas, limited funding, opaque selection processes 

and the risks of instrumentalisation undermine civil society’s ability to participate effectively. In 

the run-up to the Paris AI Action Summit, we request organisers to urgently implement three 

concrete measures to strengthen and facilitate the involvement of civil society in AI governance, 

during and especially after the summit: 

1. Support more open and transparent selection processes 

Clarifying and opening the selection processes for civil society’s participation in expert groups (in 

standardisation processes, within the European commission, etc.) and making them public is 

essential to ensure fair representation and restore trust. Opportunities for civil society 

participation should also be widened: we recommend opening up these participation spaces 

organised by public authorities or private players to a wider spectrum of organisations, beyond 

the most established ones. 

2. Impose a duty to respond to contributions 

There are often no mechanisms in place to ensure that civil society contributions are actually 

taken into account. We call on the summit participants to encourage the establishment of clear 

mechanisms for feedback and reporting on the integration of civil society inputs into AI-related 

policies and practices. 

3. Facilitate funding 

https://www.media.mit.edu/projects/gender-shades/overview/
https://www.media.mit.edu/projects/gender-shades/overview/
https://www.npr.org/2024/10/11/g-s1-27676/tiktok-redacted-documents-in-teen-safety-lawsuit-revealed
https://www.npr.org/2024/10/11/g-s1-27676/tiktok-redacted-documents-in-teen-safety-lawsuit-revealed


 

Many civil society organisations have extremely limited resources. Setting up dedicated funds or 

processes to encourage their funding, would enable them to contribute effectively and sustainably 

to AI governance efforts. 

Simply consulting civil society in a superficial manner or highlighting its presence through media 

operations is no longer enough. It is now time to give civil society representatives a full and 

permanent seat at the table, so that they can become leading partners in the development of 

policies and guidelines, and in adjusting AI tools. 

The Paris AI Action Summit provides an opportunity to rebalance the powers between all the 

players who should have a say in the global governance of AI. Let’s not miss it. 
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